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Definition: The sample error (denoted errors(h)) of hypothesis A with respect to
target function f and data sample § is

1
S errors(h) = ~ Y (£ (x), h(x)

xes

Where n is the number of examples in S, and the quantity 8(f(x), A(x)) is 1 if
f(x) # h(x), and O otherwise.

Definition: The true error (denoted errorp(h)) of hypothesis # with respect to target

function f and distribution D, is the probability that # will misclassify an instance
drawn at random according to D.

errorp(h) = xl:%[f (x) # h(x)]
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More specifically, suppose we wish to estimate the true error for some discrete-
valued hypothesis 4, based on its observed sample error over a sample S, where

o the sample S contains n» examples drawn independent of one another, and
independent of A, according to the probability distribution D

o n>30 '
e hypothesis 4 commits r errors over these n examples (i.e., errorg(h) = r/n).

Under these conditions, statistical theory allows us to make the following asser-
tions:
1. Given no other information, the most probable value of errorp (k) is errors(h)

2. With approximately 95% probability, the true error errorp(h) lies in the
interval

errors(h)(1 — errors(h))
n

errorg(h) £ 1.96\/
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0.30 £ (1.96 - .07) = 0.30 4+ .14.



* @ MACHINE
&/ LEARNING

errors(h)(1 — errorg(h))

errors(h) £ ZN\/
R

Confidence level N%: S0% 68% 80% 90% 95% 98% 99%
Constant zy: 067 100 128 164 196 233 258

TABLE 5.1
Values of zy for two-sided N% confidence intervals.
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errors(h)(1 — errorg(h))

errors(h) + zN\/
R

n errors(h)(1 —errors(h)) > 5
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