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Overview

�This chapter presents an introduction to statistical methods 
for estimating hypothesis accuracy

�Focuses on three questions.

1. Given the observed accuracy of a hypothesis over a 
limited sample of data, how well does this estimate its 
accuracy over additional examples? 

2. Given that one hypothesis outperforms another over 
some sample of data, how probable is it that this 
hypothesis is more accurate in general? 

3. When data is limited what is the best way to use this 
data to both learn a hypothesis and estimate its 
accuracy? 
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Motivation..(1)

Importance of evaluate the performance, 

1. To understand whether to use the hypothesis. 

• For instance, when learning from a limited-size database 
indicating the effectiveness of different medical 
treatments, it is important to understand as precisely as 
possible the accuracy of the learned hypotheses. 

2. Evaluating hypotheses is an integral component of many 
learning methods.

• For example, in post-pruning decision trees to avoid 
overfitting, we must evaluate resultant trees
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Motivation..(2)

�Data is plentiful – Accuracy is straightforward.

�Difficulties arise given limited set of data. They are

1. Bias in the estimate. 

� the observed accuracy of the learned hypothesis over the 
training examples is often a poor estimator of its accuracy 
over future examples. 

� i.e it is a biased estimate of hypothesis accuracy over future 
examples. 

�To obtain an unbiased estimate of future accuracy, we 
typically test the hypothesis on some set of test examples 
chosen independently of the training examples and the 
hypothesis.  
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Motivation…(3)

2. Variance in the estimate. 

�Even if the hypothesis accuracy is measured over an unbiased 
set of test examples independent of the training examples,

the measured accuracy can still vary from the true 
accuracy, depending on the makeup of the particular set 
of test examples. 

�The smaller the set of test examples, the greater the expected 
variance.
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Estimating Hypothesis Accuracy

�Set of possible instances – X

• Ex: Set of people

�Various target functions may be defined over X

• Ex: People who plan to buy cell phone is this year

�The target func7on f : X → {0,1} classifies each person according 
to whether or not they plan to purchase cell phone this year.

�The learning task is to learn the target concept or target 
function f by considering a space H of possible hypotheses.

�Assume there is some unknown probability distribution D that 
defines the probability of encountering each instance in X

• D might assign a higher probability to encountering 19-year-
old people than 91-year-old people.
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Estimating Hypothesis Accuracy

Within this general setting we are interested in the following 
two questions:

1. Given a hypothesis h and a data sample containing n 
examples drawn at random according to the distribution D, 
what is the best estimate of the accuracy of h over future 
instances drawn from the same distribution?

2. What is the probable error in this accuracy estimate?
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Sample error and True error

10

How to compute errorD(h)?
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Confidence Intervals for Discrete-
Valued Hypotheses

�Here we give an answer to the question

� ”How good an estimate of errorD(h) is provided by 

errorS(h)? ” for the case in which h is a discrete-

valued hypothesis.
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Confidence Intervals for Discrete-
Valued Hypotheses
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Example

�To illustrate, suppose the data sample S contains n = 40 examples 
and that hypothesis h commits r = 12 errors over this data. In this 
case, the sample error errors(h) = 12/40 = .30. 

�Given no other information, the best estimate of the true error 
errorD(h) is the observed sample error .30.

�Suppose, the 95% is the confidence interval,

�according to the above expression, 
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General expression

14

The general expression for errorD(h) approximate N% 

confidence intervals for errors(h) is
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Note on Error computation

�The expression provides only an approximate confidence 
interval, 

• the approximation is quite good when the sample contains at 
least 30 examples, and

• errors(h) is not too close to 0 or 1. 

�A more accurate rule of thumb is that the above approximation 
works well when
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Basic definitions and facts from 
statistics
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Basic definitions and facts from 
statistics
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Error Estimation and Estimating 
Binomial Proportions

�Precisely how does the deviation between sample error and 
true error depend on the size of the data sample?

�The key to answering this question is to note that when we 
measure the sample error we are performing an experiment 
with a random outcome.

� Imagine k random experiments, with errorss1(h), errorss2(h) . . 
. errorssk(h). 

�Plot a histogram displaying the frequency with which we 
observed each possible error value. 

�As we allowed k to grow, the histogram would approach the 
form of the distribution called the Binomial distribution.
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Binomial Distribution

20

�A Binomial distribution gives the probability of observing r heads 
in a sample of n independent coin tosses, when the probability of 
heads on a single coin toss is p. 
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Binomial Distribution
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Binomial Distribution
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Binomial Distribution
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Estimator, Bias, Confidence 
Interval
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How to find interval?

�For a given value of N how can we find the size of the interval 
that contains N% of the probability mass? 

�Unfortunately, for the Binomial distribution this calculation 
can be quite tedious. 

�Fortunately, however, an easily calculated and very good 
approximation can be found in most cases, based on the fact 
that 

• for sufficiently large sample sizes the Binomial distribution 
can be closely approximately the Normal distribution.
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Normal Distribution
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Normal Distribution
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Confidence interval
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N% confidence intervals for 
discrete-valued hypotheses
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Deriving Confidence interval
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Central limit theorem
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Difference in error of  two hypothesis

�Difference in true error

�Difference between the sample errors

�Approximate Variance

�Approximate N% confidence interval estimate for d is
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Comparing Learning Algorithms

�Often we are interested in comparing the performance of two 
learning algorithms L

A
and L

B 
, rather than two specific 

hypotheses.

�To find relative performance of these two algorithms 
averaged over all the training sets of size n that might be 
drawn from the underlying instance distribution V.

� i.e. we wish to estimate the expected value of the difference 
in their errors

where L(S) denotes the hypothesis output
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Practical method

�Practically we have limited sample D0

�So divide D0 into a training set S0 and a disjoint test set T0.

�The training data can be used to train both LA and LB, 

�Test data can be used to compare the accuracy of the two 
learned hypotheses. 

� In other words, we measure the quantity

�To improve above estimator - repeatedly partition the data D0

into disjoint training and test sets and to take the mean of the 
test set errors for these different experiments.
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A Procedure to estimate the difference in error 
between two learning methods LA and LB

39

1. Partition the available data Do into k disjoint subsets T1, T2, . . 
. , Tk of equal size, where this size is at least 30.

2. For i from 1 to k, do 
use Ti for the test set, & the remaining data for training set Si

3. 
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k-1  is the degree of freedom usally denoted by v
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� In tN,k-1 N represent confidence interval, k-1
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�Note the procedure described here for comparing two 
learning methods involves testing the two learned 
hypotheses on identical test sets. 

�Tests where the hypotheses are evaluated over identical 
samples are called paired tests.
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Paired t Tests

�We discussed procedure for comparing two learning methods 
given a fixed set of data set. 

�Now let us understand statistical justification for the 
procedure and confidence interval estimate, 

Consider the following estimation problem:
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Paired t tests

�How to estimate μ?

• Assume that instead of having a fixed sample of data Do, we 
take quest new training examples from underlying 
distribution.

• Compute �̅.  This itself is the estimate of μ. 

�How good an estimate of μ is provided by �̅? 

• To understand this we need standard deviation

� t tests are applied in this situation
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Paired t test
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Summary
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Summary
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Summary
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Thank You
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