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Biological Motivation

�The basic computational unit of the brain is a neuron.
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Neurons
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Biological Motivation
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Biological Motivation
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Properties of  NNs
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Neuron 
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Typical NN
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Example: Autonomous Driving
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Autonomous Driving
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Autonomous Driving
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Autonomous 
driving

14



15CS73 - Machine Learning                                             Harivinod N

Autonomous Driving
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Example 2: Bank Credit Score
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Example 2: Bank Credit Score

�To make things clearer, lets understand ANN using a simple 
example: A bank wants to assess whether to approve a loan 
application to a customer, so, it wants to predict whether a 
customer is likely to default on the loan. It has data like 
below:
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Example 2: Bank Credit Score
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Example 2: Bank Credit Score
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Some Applications
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�Autonomous Driving

�Speech Phenome Recognition

� Image Classification

�Financial Prediction
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Appropriate problems for ANN
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A Perceptron
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Perceptron
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Architectures

29

15CS73 - Machine Learning                                             Harivinod N 30



15CS73 - Machine Learning                                             Harivinod N 31

15CS73 - Machine Learning                                             Harivinod N 32



15CS73 - Machine Learning                                             Harivinod N 33

15CS73 - Machine Learning                                             Harivinod N

Representation power
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AND function representation
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Key Terms

� Input Nodes (input layer)
• Just pass the information to the next layer 

• A block of nodes is also called layer.

�Hidden nodes (hidden layer)
• In Hidden layers is where intermediate processing or computation is 

done, 

• they perform computations and then transfer the weights (signals or 
information) from the input layer to the next layers

• It is possible to have a neural network without a hidden layer also.

�Output Nodes (output layer)
• Here we finally use an activation function that maps to the desired 

output format (e.g. softmax for classification).
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Key Terms

�Connections and weights

• The network consists of connections, each connection 
transferring the output of a neuron i to the input of a 
neuron j.

• In this sense i is the predecessor of j and j is the successor 
of i, Each connection is assigned a weight Wij.

�Activation function

• the activation function of a node defines the output of 
that node given an input or set of inputs. 

• A standard computer chip circuit can be seen as a digital 
network of activation functions that can be “ON” (1) or 
“OFF” (0), depending on input. 

• In artificial neural networks this function is also called the 
transfer function.
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Key Terms

�Learning rule

• The learning rule is a rule or an algorithm which modifies 
the parameters of the neural network, in order for a given 
input to the network to produce a favored output.

• This learning process typically amounts to modifying the 
weights and thresholds.
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Perceptron Training Rule
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Illustration – Perceptron learning
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Illustration – Perceptron learning
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Illustration – Perceptron learning
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�We do only 
ONE epoch

�Consider 
example-1
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Illustration – Perceptron learning

�Consider 
example-2
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Illustration –
Perceptron 
learning

�Consider 
Example-3
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Delta Rule

�The Delta Rule employs 

• the error function for what is known as Gradient Descent 
learning, 

• which involves the ‘modification of weights along the most 
direct path in weight-space to minimize error’ 

• so change applied to a given weight is proportional to the 
negative of the derivative of the error with respect to that 
weight
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Delta Rule
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Error Surface 
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Gradient Descent

48



15CS73 - Machine Learning                                             Harivinod N

Gradient Descent
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Gradient descent is an iterative optimization algorithm for finding the minimum 

of a function; in our case we want to minimize the error function. 

To find a local minimum of a function using gradient descent, one takes steps 

proportional to the negative of the gradient of the function at the current point.
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Derivation of  Gradient Descent
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Derivation of  Gradient Descent
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Therefore weight update rule for gradient descent is 
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Gradient Descent
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Gradient Descent Algorithm
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Perceptron vs Delta rule
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Perceptron vs Delta rule

�There are two differences between the perceptron and the 
delta rule. 

1. The perceptron is based on an output from a step function, 
whereas the delta rule uses the linear combination of 
inputs directly. 

2. The perceptron is guaranteed to converge to a consistent 
hypothesis assuming the data is linearly separable. 

The delta rules converges in the limit but it does not need 
the condition of linearly separable data. 
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